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INTRODUCTION DATA SIMULATION AND MODEL EVALUATION

Hippocampal neurons reactivate during rest/sleep states.
Spiking sequences ‘resemble’ those during preceding spatial
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Small/Medium networks with intermediate synaptic strengths
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Future directions
= Assess order of replay and its role in learning and decision-making in

Time
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Compare outputs against ground truth NxXN connection matrix
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